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1. Introduction

1.1 Purpose

The purpose of this document is to present a high level project plan and cost estimate for the implementation of the State of New Hampshire Criminal Justice Information System (CJIS).  Input for the project plan and cost estimates came from a variety of sources, most notably the CJIS User Requirements and Logical Design documents.  It is anticipated that the information presented in the project plan will be refined and adjusted as the project moves forward.  Changes to the project plan may also be needed to address issues related to funding sources. 

The intended audience for this document is anyone with organizational, program, or project management job responsibilities that may be impacted by the implementation of the CJIS solution.

1.2 Background

The State of New Hampshire has recognized the importance of sharing criminal justice information among a community of authorized users from a variety of justice agencies, government branches, and interested parties-- including law enforcement, the courts, and local and state jail and prison systems, attorneys, and, in some cases, the public.  

In 1995, the Criminal Justice Information System Master Plan for the State of New Hampshire was developed.  This report articulated a vision and approach for achieving the CJIS.  Subsequent to that report, additional information related to the CJIS was developed by Justiceworks and is outlined in their Benchmarks and Blueprints report. 

In the fall of 2001, the State of New Hampshire issued a Request for Proposal (RFP) for CJIS Logical Design Services.  KPMG Consulting was awarded this competitive bid and the CJIS Logical Design project was initiated late November 2001.  

The project includes the execution of several tasks, each leading to the completion of the project. Those tasks completed subsequent to this project plan and cost estimate are:

1. The Development of the Master Project Plan—at the outset of the project, a master project plan was created that defined all pertinent and relevant tasks associated with the project and completion of the logical design.  Time estimates and resource requirements for each task were included. 

2. The Validation of Project Goals and Objective— this step involved several actions, including the creation of the CJIS stakeholder list, the review of the 1995 CJIS Master Plan, the review of the Benchmarks and Blueprints Report from JusticeWorks, stakeholder interviews, and initial information technology (IT) interviews.  Finally, a Goals and Objectives Summary report was produced.

3. Facilitating Exchange Point Model Workshops— A series of stakeholder workshops were held to document current and future information flow requirements for CJIS.  To accomplish this, the SEARCH Exchange Point Methodology was followed to document all information flows among relevant CJIS users and systems. The CJIS environment was broken down into five (5) functional areas and two (2) workshops were conducted for each functional area. The second workshop for each functional area was held to confirm and update the information collected in the first workshop. Additionally, during the second workshop, participants were asked to provide their ‘wish list’ of CJIS functionality assuming there were no budget, technology, time, or resource constraints.  Exhibit 1-1 provides a summary of all workshops and the breakdown by functional area.

Exhibit 1-1

CJIS Exchange Point Workshop Schedule

	Functional Area
	Description
	Dates Held

	Arrests and Incidents
	This workshop focus includes arrest information from arresting agencies; information on criminal incidents and arrests for federal reporting; arrest and charging information to be used by the prosecutors; criminal intelligence information; and complaint and indictment data exchanges.
	January 2, 2002

January 10, 2002 (special workshop for Chiefs of Police)

January 14, 2002

	Bench Warrants and Restraining Orders
	This workshop focus includes information on bench warrants and restraining orders from the District and Superior Courts.
	January 2, 2002

January 14, 2002

	Dispositions and Sentencing
	This workshop focus includes disposition and sentencing information from the Courts for access by local law enforcement agencies, the Department of Corrections, county jails, etc.; information on sentences and appeals to be used by prosecutors and public defenders; and information on indigent offenders and sexual offenders.
	January 3, 2002

January 15, 2002

	Prosecution and Case Scheduling
	This workshop includes case information from the prosecutors for access by the Courts; case scheduling and case management; and information on court hearings and prisoner transportation to be used by law enforcement agencies.
	January 3, 2002

January 15, 2002

	Pre-sentence and Investigations
	This workshop includes Pre-Sentence Investigation (PSI) requests from the Courts; and PSI reports and documentation. This section will also cover data exchanges with probation and parole and field offices.
	January 4, 2002

January 16, 2002


4. The Development of the Use Case Model—A use case model, based on the Unified Modeling Language, was developed for the CJIS to capture relevant system user requirements.  The model documented required user and external system interaction with the proposed CJIS solution.

5. The Completion of the User Requirements Document—A User Requirements document was created to summarize user needs. The document provides a detailed summary of user requirements based on the use case model and provides critical input for the development of the logical design.

6. Logical Design Document— A logical design was developed for the proposed CJIS solution based on the user requirements.  This design presents a conceptual overview of the component architecture needed to provide intended functionality and support.  The document also included a logical data model.

1.3 Referenced Documents

Documents which were referenced to develop this report, include:

Criminal Justice Information System Master Plan for the State of New Hampshire, Maximus, 1995 

Planning the Integration of Justice Information Systems:  Developing Justice Information Exchange Points,  SEARCH- The National Consortium for Justice Information and Statistics, March 2000

Opportunities and Challenges: Building the New Hampshire Criminal Justice Information System, Justiceworks, Benchmarks and Blueprints, April 2001

Blueprint for the Future Report, Justiceworks, June 2000

Project Goals and Objectives Report,  KPMG Consulting, December 2001

CJIS User Requirements, KPMG Consulting, February 2002

CJIS Logical Design, KPMG Consulting, April 2002

CJIS Data Dictionary, KPMG Consulting, April 2002

CJIS Object Model, KPMG Consulting, April 2002

CJIS Data Model, KPMG Consulting, April 2002

2. Project Plan and Cost Overview

All large systems integration projects present risks and require careful planning and execution.  The State of New Hampshire CJIS solution is no exception.  As presented in the CJIS user requirements and logical design documents, CJIS will require the deployment of extensive functionality and technology to provide required information sharing within the criminal justice community.  

This section provides an overview of the work approach and project plan required to implement CJIS.  Implementation cost estimates are also included.

2.1 Work Approach 

Large systems integration and development projects are best implemented using an iterative approach, as opposed to the traditional waterfall approach typified when mainframe development projects were most prevalent.  The iterative approach enables the project team to:

· Mitigate risk early

· Effectively manage requirements

· Model visually to manage complexity

· Implement components to facilitate extensible and resilient architectures

· Verify quality

· Control change 

Exhibit 2-1 illustrates the cycles of the iterative implementation approach. 
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Exhibit 2-1 

The Iterative Implementation Approach

The emphasis on iterations provides an efficient mechanism for managing each phase of the development life cycle, from understanding business requirements to performing user acceptance testing. Most development efforts are far too large and intricate to include all business details or to allow comprehensive functionality in a single pass. Trying to implement in this manner results in runaway, uncontrollable projects, as the team attempts to understand or develop every piece of functionality. Arbitrarily cutting off requirements or coding efforts based on time or quantity may allow a team to avoid this scenario, but it will not necessarily lead to the most effective implementation of the final product. 

An iterative implementation approach, by definition, must include separating, categorizing, and prioritizing user requirements.  Adoption of a use case model, as was done in the CJIS user requirements document, facilitates this effort. In the CJIS use case model 18 separate use cases or general areas of system functionality were defined. We will use this model to help develop an incremental implementation plan that prioritizes the rollout of functionality contained within each one of these use cases.  However, this implementation plan cannot be based solely on prioritization of the use cases. Other factors, such as business, technology, and budget constraints, must also be considered before an optimal implementation plan is possible.

Past experience has shown that it’s very important with larger systems integration projects to show ‘quick wins’ early in the project to maintain momentum and stakeholder enthusiasm.  The incremental approach promotes this and provides an opportunity to get new functionality out to the end users as early as possible.  The CJIS project plan will strive to deploy ‘quick win’ functionality as early as possible in the implementation time line.

2.2 Project Plan

The CJIS project plan presented in this section outlines the phased rollout of system functionality to the State of New Hampshire justice community.  Careful consideration was given to the deployment strategy and many different implementation scenarios were investigated.  Possible implementation approaches investigated include:

· Project centric-- this approach would involve a phased deployment strategy based on individual projects, such as Arrest and Criminal Incidents, Dispositions and Sentencing, Bench Warrants and Restraining Orders, Prosecutions and Case Scheduling, Pre-sentence Investigation.

· Use Case centric-- this approach would involve a phased deployment strategy based on the use cases defined in the CJIS user requirements document.

· User centric-- this approach would involve a phased deployment strategy based on the CJIS stakeholder community. In other words, functionality would be deployed sequentially to different end user groups.

· Exchange Point centric-- this approach would involve a phased deployment strategy based on a sequential rollout of exchange point event support.

We believe the optimal implementation strategy is a combination and blending of all four implementation approaches listed above.  Adoption of anyone of the four strategies alone presents too many limitations and potential problems.  For example, a project centric approach does not adequately account for the implementation of the necessary baseline components to support the required user functionality in each project.  The use case centric approach does not easily allow for the implementation of ‘quick wins’ at the early stages of the project.

Our strategy is, therefore, to emphasize implementation of enough baseline infrastructure to support phased implementation of project, exchange point, and user centric functionality.  This supports efficient project execution without neglecting the need to show visible results as early as possible.

The project plan is built around implementation of several iterations.  Each iteration will build upon the work completed in the previous iterations.  The same general methodology will be followed within each iteration.

In creating this project plan, it was assumed that adequate funding will be available to implement all user requirements and the logical design architecture previously described in separate documents.  If funding becomes an issue, the scope can be scaled back and iterations can be adjusted to meet the required level of funding. 

The following general assumptions were made for each iteration:

1. Each iteration will be completed over a six to nine month period.

2. Each iteration will include the same general tasks, including

· Procure/setup required infrastructure

· Detailed specification

· Development

· Testing 

· Training

· Pilot

· Beta

· General Rollout

3. Each iteration will build upon functionality introduced in previous iterations.

4. There will be general roll out tasks ongoing through the project that will overlap with work being completed within an iteration.

2.2.1 Project Plan Iteration Narrative and Overview

The specific rollout of functionality starts with developing the infrastructure to support automatic criminal complaint data exchange.  The strategy is to start with one local law enforcement agency and Record Management System (RMS).  Criminal complaints that are created in the RMS will be automatically sent as messages through the JIE infrastructure to the central repository. From there the complaint information will be automatically sent to the criminal history database and to the Courts.  The supporting messaging and publishing services will be deployed to handle this functionality.  Once the functionality is adequately tested through a pilot, up to 5 additional LLEs will be added as beta users for more testing.  Once the beta test is completed a general roll out of functionality across the LLEs will be completed.

At the end of the Iteration #1 pilot test, work will commence on Iteration #2- Dispositions.  Since the Courts may not yet have their new Case Management System in place, a Web-based application will be developed that allows the Courts to enter dispositions online and have that information stored in the central repository.  From the central repository, disposition information will be published to the criminal history database, applicable LLEs, and DOCS (either DOC or correction facilities). The JIE messaging infrastructure and system interface components will be used to facilitate this functionality.  A pilot test with one Court and one LLE will be completed first, followed by a beta test.  A general roll out of this functionality will be merged with the general roll out of Iteration #1 functionality.

After the completion of the general roll out of Iteration # 1 and #2 functionality, a basic infrastructure will be in place providing real benefits to system stakeholders, including the active participation of the LLEs as information senders and receivers from the outset of the implementation effort. With the basic infrastructure in place and useful criminal justice information exchanged, basic query/response and notification services can be introduced during Iteration #3.

Iteration #3 functionality will include centralized Web services supporting simple and advanced criminal justice queries.  Authorized users will be able to obtain unified views of information from various sources.  A preliminary notifications service will also be deployed and will be tied to the criminal complaints and dispositions.  A pilot test of new functionality will be completed followed by a general roll out to all authorized users.

A Web browser interface to important SPOTS transactions will be added during Iteration #4.  To support this, software components will be added to the centralized Web/Application server.  This functionality will allow the Web/Application Server to emulate a SPOTS user.  Transaction data returned by SPOTS will then be re-formatted for Web-based presentation and display.  Additional device types, such as PDAs, can also be supported through this functionality.  As with the other iterations, a pilot test will first be conducted before general roll out to authorized users.

After Iteration #4 is completed the basic foundation for the NHIJIS solution will be in place and functional. Iterations #5 through #7 will be used to build upon and enhance overall functionality through additional support of exchange point events, notification events, and query/response services.  The prioritization of what features will be rolled out and when will be determined as the project evolves.  Due to the overall size of this project, it is prudent at this time to build in this flexibility.

Summary details and information flows for the project plan iterations are provided in the Exhibits below.

Exhibit 2-2

Iteration #1

	Iteration #1- Criminal Complaint

	General Description
	This iteration will be used to develop the basic infrastructure needed to support the electronic data exchange of criminal complaint information from an LLE’s RMS to the central repository, CHRI, and AOC.  Initially, a single LLE will be identified to pilot functionality.  A beta test involving up to five more LLEs will be conducted. A general rollout of all Iteration #1 and #2 functionality for all applicable CJIS stakeholders will be completed after the pilot and beta tests are completed.

	Associated Use Cases
	Publish Information, Handle Event, Maintain Audit Trail, Re-Map Information, Maintain Data Set, Maintain Document, Maintain Document to Document Association, Maintain Element, Maintain Event, Maintain Event Document Association

	Affected Stakeholders
	LLEs, DOS, AOC

	System Interfaces
	LLE RMS, Central Repository, CHRI, Message Hubs
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Exhibit 2-3

Process Flow for Criminal Complaint Iteration

Exhibit 2-4

Iteration #2

	Iteration #2- Dispositions

	General Description
	This iteration will be used to develop the basic infrastructure needed to support the electronic data exchange of disposition information.  As an interim work around until the Court’s Case Management System is in place, a Web-based disposition entry system will be developed. The Courts will enter disposition information online. This information will be stored in the central repository, where it will be published to CHRI, DOC, and LLEs. For the pilot test, disposition data will be published to just one LLE.  For the beta test the same Iteration #1 LLE participants will be involved. A general rollout of all Iteration #1 and #2 functionality for all applicable CJIS stakeholders will be completed after the pilot  and beta tests are completed.

	Associated Use Cases
	Publish Information, Handle Event, Maintain Audit Trail, Re-Map Information, Maintain Data Set, Maintain Document, Maintain Document to Document Association, Maintain Element, Maintain Event, Maintain Event Document Association

	Affected Stakeholders
	LLEs, DOS, AOC, DOC

	System Components
	LLE RMS, Web/App Server, Central Repository, CHRI, DOC, AOC, Message Hubs, Web browser
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Exhibit 2-5

Process Flows for Dispositions Iteration

Exhibit 2-6

Iteration #3

	Iteration #3- Basic Query/Response and Notifications

	General Description
	This iteration will be used to develop and deploy the basic components needed to support query and response and notifications.  Both simple and advanced justice search capability will be added to the central portal. Notifications support will also be added for a limited set of event types.  A pilot test involving a limited number of CJIS users will be conducted. This will be followed by a general rollout to all applicable users.

	Associated Use Cases
	Query CJIS Information, Respond to CJIS Information Query, Send/Receive Notifications, Maintain Notification Profiles

	Affected Stakeholders
	LLEs, DOS, AOC, DOC, County Attorneys

	System Components
	Web/App Server, Central Repository, Email, Notification Server, Message Hubs, Web browser
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Exhibit 2-7

Basic Query/Response and Notifications Iteration

Exhibit 2-8

Iteration #4

	Iteration #4- SPOTS+

	General Description
	This iteration will be used to develop a Web interface to SPOTS transactions giving authorized users more flexibility and access to pertinent criminal justice information.

	Associated Use Cases
	Query CJIS Information, Respond to CJIS Information Query

	Affected Stakeholders
	All authorized CJIS users

	System Components
	Web/App Server, SPOTS message switch, Web browser
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Exhibit 2-7

SPOTS+ Iteration

Exhibit 2-8

Iteration #5 thru #7

	Iteration #5 thru #8- Enhanced Exchange Point Event, Notification, and Query/Response Functionality

	General Description
	Iterations 5 through 8 will be used to add additional exchange point event, notification, and query/response functionality. 

	Associated Use Cases
	Query CJIS Information, Respond to CJIS Information Query, Send/Receive Notifications, Maintain Notification Profiles, Publish Information, Handle Event, Maintain Audit Trail, Re-Map Information, Maintain Data Set, Maintain Document, Maintain Document to Document Association, Maintain Element, Maintain Event, Maintain Event Document Association

	Affected Stakeholders
	All authorized CJIS users

	System Components
	All components
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Exhibit 2-9

Enhancements Iterations #5 thru #7

The following Gantt chart depicts the CJIS implementation project plan for all iterations.  A project start day of July 1, 2002 is assumed. The project plan end date is assumed to be five years later on June 29, 2007.

The project plan depicts each of the seven development iterations described above.  Time line estimates are provided for each iteration and sub-tasks within the iteration.  
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Exhibit 2-10

NHIJIS Gantt Chart

2.3 Project Costs

A six year budget estimate has been developed for the iterative scenarios outlined in Section 2.2.1.  The purpose of this budget is to provide management guidance on order of magnitude costs for a full deployment of NHIJIS functionality.  These cost will require further refinement as more detailed analysis is completed.  Adjustments to these costs may also be prudent as iterations are completed and more information is available to estimate remaining work efforts.

General assumptions related to these cost estimates are:

· All cost estimates are based on user requirements and the logical design. Detailed specification of the physical design have not been completed.  Representative pricing has been used to reflect most probable physical design requirements.

· The existing Law Enforcement Frame Relay Network is considered to be the delivery platform for supporting the required data exchange. Some costs are included for adding additional network security through firewalls and other network components, but it is assumed that the existing bandwidth is sufficient to roll out functionality. Network utilization studies may be needed to finalize all network costs.

· The consulting team will be focused on providing the core development and integration services related to the solution.  State personnel will supplement the team and provide on-going help desk and training support. Knowledge transfer to the State will be an on-going part of the implementation roll out.

Exhibit 2-11 provides cost estimate details for the implementation plan.

	
	
	
	
	Exhibit 2-11
	
	
	
	

	Budget Categories
	Components
	Description
	Fiscal 2003
	Fiscal 2004
	Fiscal 2005
	Fiscal 2006
	Fiscal 2007
	Fiscal 2008
	Totals

	Professional Fees1
	Consulting Project Team
	FTEs to support development, testing, rollout, train-the-trainer, and documentation.
	 $3,132,000.00 
	 $3,360,000.00 
	 $3,225,000.00 
	 $3,010,000.00 
	 $ 1,000,000.00 
	 $ 320,000.00 
	 $   14,047,000.00 

	CJIS Infrastructure2
	Hardware
	Database, Web/App, and Message servers; network components.
	 $   800,000.00 
	 $    200,000.00 
	 $   100,000.00 
	 $   100,000.00 
	 $     100,000.00 
	 $ 100,000.00 
	 $     1,400,000.00 

	
	Software
	Software licenses for databases, messaging, and Web/app servers.
	 $   300,000.00 
	 $    300,000.00 
	
	
	
	
	 $        600,000.00 

	System Maintenance3
	Annual support
	Software upgrades, on-site support for hardware
	 $   198,000.00 
	 $    288,000.00 
	 $   306,000.00 
	 $   324,000.00 
	 $     324,000.00 
	 $ 324,000.00 
	 $     1,764,000.00 

	Other Agency Costs4
	
	
	
	
	
	
	
	
	

	LLE
	Data exchange interface preparation
	CJIS to system interface
	 $      63,750.00 
	 $    114,375.00 
	 $   131,250.00 
	 $   148,125.00 
	
	
	 $        457,500.00 

	DOC
	Data exchange interface preparation
	CJIS to system interface
	 $      50,000.00 
	 $      50,000.00 
	
	
	
	
	 $        100,000.00 

	AOC
	Data exchange interface preparation
	CJIS to system interface
	 $      50,000.00 
	 $      50,000.00 
	
	
	
	
	 $        100,000.00 

	DOS
	Data exchange interface preparation
	CJIS to system interface
	 $      75,000.00 
	 $      75,000.00 
	
	
	
	
	 $        150,000.00 

	Training5
	
	
	 $      70,000.00 
	 $      70,000.00 
	 $     70,000.00 
	 $      70,000.00 
	 $       70,000.00 
	
	 $        350,000.00 

	Help Desk and Technical Support6
	 
	 
	 $   100,000.00 
	 $    250,000.00 
	 $   250,000.00 
	 $   250,000.00 
	 $     250,000.00 
	 $ 250,000.00 
	 $     1,350,000.00 

	
	
	Annual Total Cost
	 $4,838,750.00 
	 $4,757,375.00 
	 $4,082,250.00 
	 $3,902,125.00 
	 $ 1,744,000.00 
	 $ 994,000.00 
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	Total Cost
	
	 $   20,318,500.00 


Specific Assumptions associated with spreadsheets items in Exhibit 2-11.

1 Year 1 assumes a staff of 7.5 FTEs providing project management, quality assurance, development, implementation, testing, train-the-trainer, and support (see breakdown of resource needed in Exhibit 2-13).
  Year 2 assumes a staff of 8 FTEs providing project management, quality assurance, development, implementation, testing, train-the-trainer, and support (see breakdown of resource needed in Exhibit 2-13).
  Year 3 assumes a staff of 7.5 FTEs providing project management, quality assurance, development, implementation, testing, train-the-trainer, and support (see breakdown of resource needed in Exhibit 2-13).
  Year 4 assumes a staff of 7 FTEs providing project management, quality assurance, development, implementation, testing, train-the-trainer, and support (see breakdown of resource needed in Exhibit 2-13).
  Year 5 assumes a staff of 2.5 FTEs providing on-going technical support of all CJIS infrastructure elements. CJIS functionality is fully deployed (see breakdown of resource needed in Exhibit 2-13).
  Year 6 assumes full operational mode where development is ended.
2 Hardware and software costs included for development, staging, and production environments. Components are phased in over Years 1 thru 4. See tables below for summary of hardware and software items.
  Hardware replacements start-up years 5 and 6 (see detailed hardware and software inventory list in Exhibit 2-12).
3 System Maintenance- assume equal to 18% of cumulative CJIS infrastructure costs per year.
4 Primary stakeholder legacy systems at DOS, DOC, and AOC require enhancements to support CJIS data exchange integration. Included costs are provided
  to each stakeholder to make system adjustments in addition to integration support provided by the development team.
  CJIS interface modules to LLE RMS solutions assumed to be $1500 per installation. Rollout to LLE phased at 10% Year 1, 25% Year 2, 30% Year 3, and 35% Year 4.
5The State will provide training to CJIS end users after receiving train-the-trainer support from the development team.
6 Help desk assumes 2 FTEs available Mon thru Friday 8AM to 4PM. Associated help desk hardware and software included. An additional 2.5 FTEs  from the transitioned development team are also providing operation support.
Exhibit 2-12 provides a preliminary list of hardware and software components for estimating NHIJIS solution costs.  Representative products were used to estimate costs. For implementation other products may actually be used and costs may need to be adjusted accordingly.  All server costs are assumed to by based on HP Unix servers and pricing is representative of current State contract prices.

The recommended implementation environment assumes separate platforms for development, staging, and production.

Exhibit 2-12

Preliminary List of Hardware and Software Components

	Development Platform
	
	
	

	
	
	
	

	Hardware Components
	Unit Price
	Quantity
	Total Cost

	Web/Application/Database/LDAP Server
	20000
	1
	$        20,000.00

	Interface Server
	20000
	2
	$        40,000.00

	Notification Server
	20000
	1
	$        20,000.00 

	Certificate Server
	20000
	1
	$        20,000.00

	Sub-Total
	
	
	$      100,000.00 

	
	
	
	

	
	
	
	

	
	
	
	

	Software Components
	Unit Price
	No of Licenses
	Total Cost

	Oracle Application Server [named user]
	 $       400.00 
	10
	 $          4,000.00 

	Oracle Database Server [named user]
	 $       800.00 
	3
	 $          2,400.00 

	Oracle Message Broker [named user]
	 $       200.00 
	10
	 $          2,000.00 

	IBM MQ Series
	 $    1,500.00 
	3
	 $          4,500.00 

	Candle MQ Secure
	 $    7,000.00 
	3
	 $        21,000.00 

	Verisign OnSite Server
	 $       300.00 
	10
	 $          3,000.00 

	Rational Rose
	 $    4,000.00 
	1
	 $          4,000.00 

	Oracle Developer Suite
	 $    5,000.00 
	6
	 $        30,000.00 

	Certificates {server}
	 $       300.00 
	5
	 $          1,500.00 

	Certifcates {user}
	 $        40.00 
	15
	 $             600.00 

	StarTeam Configuration Management/Source Control
	 $    5,000.00 
	1
	 $          5,000.00 

	Miscellaneous
	 $    7,000.00 
	1
	 $          7,000.00 

	Sub-Total
	
	
	 $        85,000.00 

	
	
	
	

	Development Platform Sub-Total
	
	
	 $       185,000.00 

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Staging Platform
	
	
	

	
	
	
	

	Hardware Components
	Unit Price
	Quantity
	Total Cost

	Web/Application/LDAP Server
	 $  20,000.00 
	1
	 $        20,000.00 

	Database Server
	 $  20,000.00 
	1
	 $        20,000.00 

	Interface Server
	 $  20,000.00 
	2
	 $        40,000.00 

	Notification Server
	 $  20,000.00 
	1
	 $        20,000.00 

	Certificate Server
	 $  20,000.00 
	1
	 $        20,000.00 

	Network Routers, Hubs, Firewalls
	 
	 
	 $                    -   

	Sub-Total
	
	
	 $       120,000.00 

	
	
	
	

	
	
	
	

	Software Components
	Unit Price
	No of Licenses
	Total Cost

	Oracle Application Server [named user]
	 $       400.00 
	15
	 $          6,000.00 

	Oracle Database Server [named user]
	 $       800.00 
	15
	 $        12,000.00 

	IBM MQ Series
	 $    1,500.00 
	3
	 $          4,500.00 

	Candle MQ Secure
	 $    7,000.00 
	3
	 $        21,000.00 

	Type 1 for JDBC Drivers for various agency databases
	 $    5,000.00 
	3
	 $        15,000.00 

	Certificates {user}
	 $        40.00 
	500
	 $        20,000.00 

	Certificates {server}
	 $       300.00 
	20
	 $          6,000.00 

	Sub-Total
	
	
	 $        84,500.00 

	
	
	
	

	Staging Platform Sub-Total
	
	
	 $       204,500.00 

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Production Platform
	
	
	

	
	
	
	

	Hardware Components
	Unit Price
	Quantity
	Total Cost

	Web/Application Server {high end quad processor}
	 $207,000.00 
	1
	 $       207,000.00 

	Database Server {mid-level quad processor}
	 $130,000.00 
	1
	 $       130,000.00 

	Interface Server {low-level dual processor}
	 $  26,000.00 
	15
	 $       390,000.00 

	Notification Server {low-level dual processor}
	 $  26,000.00 
	1
	 $        26,000.00 

	Certificate Server {low-level dual processor}
	 $  26,000.00 
	1
	 $        26,000.00 

	Network routers, hubs, firewalls
	 $150,000.00 
	1
	 $       150,000.00 

	LDAP Server {low-level dual processor}
	 $  26,000.00 
	1
	 $        26,000.00 

	Sub-Total
	
	
	 $       955,000.00 

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Software Components
	Unit Price
	No of Licenses
	Total Cost

	Oracle Application Server [processor]
	 $  20,000.00 
	4
	 $        80,000.00 

	Oracle Database Server [processor]
	 $  40,000.00 
	4
	 $       160,000.00 

	Oracle Message Broker [processor]
	 $  10,000.00 
	2
	 $        20,000.00 

	IBM MQ Series
	 $    1,500.00 
	15
	 $        22,500.00 

	Candle MQ Secure
	 $    7,000.00 
	15
	 $       105,000.00 

	Type 1 for JDBC Drivers for various agency databases
	 $    5,000.00 
	4
	 $        20,000.00 

	Certificates {users}
	 $        40.00 
	500
	 $        20,000.00 

	Certificates {servers}
	 $       300.00 
	120
	 $        36,000.00 

	Sub-Total
	
	
	 $       463,500.00 

	
	
	
	

	Production Platform Sub-Total
	
	
	$    1,418,500.00

	
	
	
	

	Total Hardware
	
	
	 $    1,175,000.00 

	Total Software
	
	
	 $       633,000.00 

	
	
	
	

	Grand Total
	
	
	 $    1,808,000.00 


Estimation of professional fees is based on the required skill sets and time needed to deploy the required functionality as outlined above for each iteration.  The project team will have challenges, most notably, supporting functionality that has previously been rolled out from past iterations as development and deployment occurs in new iterations.  

Exhibit 2-13 provides a Full Time Equivalent (FTEs) model for the development resources required for a full scale implementation effort during core lifetime of the project. This model can be refined as more information becomes available.

Exhibit 2-13

Project Plan- Full Time Equivalent (FTE) Model 

	Consulting Project Team
	
	
	
	
	Fiscal 2003
	
	
	
	
	

	Role
	Month
	
	
	
	
	
	
	
	
	
	
	

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Project Manager
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Lead Arch
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Bus Analyst/Qual Assu
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	DBA
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25

	Infrastructure Specialist
	0.25
	0.25
	0.25
	1
	0.25
	0
	0.5
	0.5
	0
	0
	0
	0

	Security Analyst
	0
	1
	0.5
	1
	0.5
	0.5
	0
	0
	0
	0
	0
	0

	Test lead
	0
	0
	0.25
	1
	1
	1
	0
	0
	0
	0.25
	1
	1

	Trainer/Doc
	0
	0
	0
	1
	1
	0.5
	0
	0
	0
	1
	1
	0.5

	Developers
	0
	0
	2
	3
	3
	3
	3
	3
	3
	4
	4
	4

	Total FTEs
	3.75
	4.75
	6.5
	10.5
	9.25
	8.5
	6.75
	6.75
	6.25
	8.5
	9.25
	8.75

	Average FTEs
	7.458333
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	STATE- Centralized CJIS Support*
	
	
	
	
	
	
	
	
	
	

	Project Manager
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5

	DBA
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25

	Developer
	0
	0
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Tester
	0
	0
	0
	1
	2
	2
	0
	0
	0
	0.5
	1
	1.5

	Help desk
	0
	0
	0
	0
	0
	1
	1
	1
	1
	1.5
	1.5
	2

	Training
	0
	0
	0
	
	
	
	
	2
	2
	2
	2
	2

	Network Admin
	0
	0
	0
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	1
	1

	Total State FTEs
	0.75
	0.75
	1.75
	3.25
	4.25
	5.25
	3.25
	5.25
	5.25
	6.25
	7.25
	8.25

	Average State FTE
	4.291667
	
	
	
	
	
	
	
	
	
	
	

	* - It is expected that non-DOS stakeholders will analyze resource impacts on their own respective situation, either independently or with assistance from KPMG Consulting
	


	Consulting Project Team
	
	
	
	
	Fiscal 2004
	
	
	
	
	

	Role
	Month
	
	
	
	
	
	
	
	
	
	
	

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Project Manager
	0.8
	0.8
	0.8
	0.8
	0.8
	0.8
	0.8
	0.8
	0.8
	0.8
	0.8
	0.8

	Lead Arch
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Bus Analyst/Qual Assu
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	DBA
	0
	0.25
	0.25
	0.25
	0.25
	0
	0
	0.25
	0.25
	0.25
	0.25
	0.25

	Infrastructure Specialist
	0.25
	0.25
	0.25
	0
	0
	0
	0.25
	0.25
	0.25
	0
	0
	0

	Security Analyst
	0.5
	0.5
	0.5
	0.25
	0
	0
	0.5
	0.5
	0
	0
	0
	0

	Test lead
	0
	0
	0.25
	1
	1
	1
	0
	0
	0.25
	1
	1
	1

	Trainer/Doc
	0
	0
	0
	1
	1
	0.5
	0
	0
	0
	1
	1
	0.5

	Developers
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5

	Total FTEs
	7.05
	7.3
	7.55
	8.8
	8.55
	7.8
	7.05
	7.3
	7.05
	8.55
	8.55
	8.05

	Average FTEs
	7.8
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	STATE- Centralized CJIS Support*
	
	
	
	
	
	
	
	
	
	

	Project Manager
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5

	DBA
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25

	Developer
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Tester
	0
	0
	0
	1
	2
	2
	0
	0
	0
	1
	2
	2

	Help desk
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2

	Training
	0
	0
	0
	2
	2
	2
	0
	0
	0
	2
	2
	2

	Network Admin
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Total State FTEs
	4.75
	4.75
	4.75
	7.75
	8.75
	8.75
	4.75
	4.75
	4.75
	7.75
	8.75
	8.75

	Average State FTE
	6.583333
	
	
	
	
	
	
	
	
	
	
	

	* - It is expected that non-DOS stakeholders will analyze resource impacts on their own respective situation, either independently or with assistance from KPMG Consulting
	


	Consulting Project Team
	
	
	
	
	Fiscal 2005
	
	
	
	
	

	Role
	Month
	
	
	
	
	
	
	
	
	
	
	

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Project Manager
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7

	Lead Arch
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Bus Analyst/Qual Assu
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	DBA
	0
	0.25
	0.25
	0.25
	0.25
	0
	0
	0.25
	0.25
	0.25
	0.25
	0

	Infrastructure Specialist
	0.25
	0.25
	0.25
	0
	0
	0
	0.25
	0.25
	0.25
	0
	0
	0

	Security Analyst
	0.25
	0.25
	0
	0
	0
	0
	0.25
	0.25
	0
	0
	0
	0

	Test lead
	0
	0
	0.25
	1
	1
	1
	0
	0
	0.25
	1
	1
	1

	Trainer/Doc
	0
	0
	0
	1
	1
	0.5
	0
	0
	0
	1
	1
	0.5

	Developers
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5

	Total FTEs
	6.7
	6.95
	6.95
	8.45
	8.45
	7.7
	6.7
	6.95
	6.95
	8.45
	8.45
	7.7

	Average FTEs
	7.533333
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	STATE- Centralized CJIS Support*
	
	
	
	
	
	
	
	
	
	

	Project Manager
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5

	DBA
	0
	0.25
	0.25
	0.25
	0.25
	0
	0
	0.25
	0.25
	0.25
	0.25
	0

	Developer
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Tester
	0
	0
	0
	1
	2
	2
	0
	0
	0
	1
	2
	2

	Help desk
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2

	Training
	0
	0
	0
	2
	2
	2
	0
	0
	0
	2
	2
	2

	Network Admin
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Total State FTEs
	4.5
	4.75
	4.75
	7.75
	8.75
	8.5
	4.5
	4.75
	4.75
	7.75
	8.75
	8.5

	Average State FTE
	6.5
	
	
	
	
	
	
	
	
	
	
	

	* - It is expected that non-DOS stakeholders will analyze resource impacts on their own respective situation, either independently or with assistance from KPMG Consulting
	


	Consulting Project Team
	
	
	
	
	Fiscal 2006
	
	
	
	
	

	Role
	Month
	
	
	
	
	
	
	
	
	
	
	

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Project Manager
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7
	0.7

	Lead Arch
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Bus Analyst/Qual Assu
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	DBA
	0
	0.25
	0.5
	0.5
	0.25
	0
	0
	0.25
	0.25
	0.25
	0.25
	0

	Infrastructure Specialist
	0.25
	0.25
	0.25
	0
	0
	0
	0.25
	0.25
	0.25
	0
	0
	0

	Security Analyst
	0.25
	0.25
	0
	0
	0
	0
	0.25
	0.25
	0
	0
	0
	0

	Test lead
	0
	0
	0.25
	1
	1
	1
	0
	0
	0
	0
	0
	0

	Trainer/Doc
	0
	0
	0
	1
	1
	0.5
	0
	0
	0
	1
	1
	0.5

	Developers
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5
	3.5

	Total FTEs
	6.7
	6.95
	7.2
	8.7
	8.45
	7.7
	6.7
	6.95
	6.7
	7.45
	7.45
	6.7

	Average FTEs
	7.304167
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	STATE- Centralized CJIS Support*
	
	
	
	
	
	
	
	
	
	

	Project Manager
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5

	DBA
	0
	0.25
	0.25
	0.25
	0.25
	0
	0
	0.25
	0.25
	0.25
	0.25
	0

	Developer
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Tester
	0
	0
	0
	1
	2
	2
	0
	0
	0
	1
	2
	2

	Help desk
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2

	Training
	0
	0
	0
	2
	2
	2
	0
	0
	0
	2
	2
	2

	Network Admin
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Total State FTEs
	4.5
	4.75
	4.75
	7.75
	8.75
	8.5
	4.5
	4.75
	4.75
	7.75
	8.75
	8.5

	Average State FTE
	6.5
	
	
	
	
	
	
	
	
	
	
	

	* - It is expected that non-DOS stakeholders will analyze resource impacts on their own respective situation, either independently or with assistance from KPMG Consulting
	


	Consulting Project Team
	
	
	
	
	Fiscal 2007
	
	
	
	
	

	Role
	Month
	
	
	
	
	
	
	
	
	
	
	

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Project Manager
	0.6
	0.6
	0.6
	0.6
	0.6
	0.6
	0.6
	0.6
	0.6
	0.6
	0.6
	0.6

	Lead Arch
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Bus Analyst/Qual Assu
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	DBA
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Infrastructure Specialist
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Security Analyst
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Test lead
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Trainer/Doc
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Developers
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2

	Total FTEs
	2.6
	2.6
	2.6
	2.6
	2.6
	2.6
	2.6
	2.6
	2.6
	2.6
	2.6
	2.6

	Average FTEs
	2.6
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	STATE- Centralized CJIS Support*
	
	
	
	
	
	
	
	
	
	

	Project Manager
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5

	DBA
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25

	Developer
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Tester
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Help desk
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2

	Training
	0
	0
	2
	2
	2
	0
	0
	0
	0
	0
	0
	0

	Network Admin
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Total State FTEs
	4.75
	4.75
	6.75
	6.75
	6.75
	4.75
	4.75
	4.75
	4.75
	4.75
	4.75
	4.75

	Average State FTEs
	5.25
	
	
	
	
	
	
	
	
	
	
	

	* - It is expected that non-DOS stakeholders will analyze resource impacts on their own respective situation, either independently or with assistance from KPMG Consulting
	


2.4 Physical Design Considerations

The project plan and cost estimates presented in the previous sections are based on user and logical design requirements.  While the physical design requirements should not have a major impact on the project plan and cost estimates, some refinement and adjustments are inevitable.

A brief discussion of the major physical design issues is provided below.

2.4.1 Unix vs. Windows

UNIX based server technology has traditionally been more stable than Windows environments. This is the partially the result of the age and maturity of UNIX and partially the result of development of the two platforms.

Microsoft has dominated the desktop since the introduction of PC DOS. Microsoft clearly dominated the desktop until the Internet and browser technology became the dominant desktop. While the Internet dominates the information world and has made great strides in information collection and distribution, the desktop and productivity tools remain solidly under Microsoft influence. Challengers such as the Macintosh, JAVA virtual machine and Linux have had only marginal success against the Microsoft desktop and the Microsoft Office suite.

Microsoft has had the opposite experience in the server environment. NT was the first Microsoft product to make serious inroads into the server realm. The attraction of NT is basically that of a single vendor for all platforms – familiarity with Windows. While this is a valid argument, the tradeoff has traditionally been less performance per Megahertz, greater memory requirements than UNIX, and a higher incidence of security breaches..  Microsoft has steadily improved their server functionality and performance and claims high reliability, especially since the release of Windows 2000.

UNIX was developed as a server OS in the public domain. It began in the era of “dumb” terminals (monochrome character cell devices) and has never successfully made the transition to a widely accepted, windowed environment. This has prevented widespread adoption of UNIX as a desktop OS. Popularity of the browser as a desktop interface has rekindled a waning interest in UNIX. The Internet/browser paradigm fits UNIX perfectly. UNIX has for years been more secure and far more stable than Microsoft server offerings. Microsoft continues to work on this flaw and may, at some point, be able to dominate the server market.

It is recommended that the NHIJIS physical design incorporate the Unix operating system on all critical server components.  Unix servers will be used for the central Web/Application server, the central data repository, the interface hubs, certificate servers, directory servers, and the notification servers.

While Windows 2000 could provide the required NHIJIS functionality and it has been successfully deployed in other statewide CJIS solutions, are reiteration of the following benefits makes Unix the preferred operating system choice:

· Scalability

· Manageability

· Performance

· Flexibility

· Security

From a price perspective, Unix servers are more expensive than Windows-based servers.  In general, the increased cost is offset by the inherent benefits of Unix, especially in large scale systems integration applications.

2.4.2 Databases

The Oracle Enterprise Database server is the recommended database server for the JIE centralized data repository.  Oracle database technology has long been recognized as a market leader for performance, functionality, and platform support on both Unix and Windows. Several pre-existing NHIJIS legacy systems, including the Criminal History and the State Warrants databases, use Oracle.

While other database choices exist, including IBM DB2 and Informix, the Oracle platform provides equal or superior functionality to any alternative. Microsoft SQL Server 2000 is not a viable choice because it is not supported on Unix. The Oracle database platform current maintains about a 60% market share.

2.4.3 HP Unix vs Sun Solaris Unix

Sun Microsystems and HP hold the number one and two market share positions for Unix server installations.  While both platforms provide viable choices for Unix, application software compatibility on each platform should be considered.  More specifically, is there a decided advantage to using either Sun Solaris or HP when it comes to running Oracle database technology or other software components needed for NHIJIS? As to the Oracle issue, we believe the edge goes to Sun Solaris Unix for the following reasons:

· Oracle is Sun's largest partner

· Oracle tunes, optimizes and performance tests it's products on Sun

· Sun QA tests new Solaris versions with Oracle software

· Sun and Oracle operate a jointly staffed competency center, the SOATC (Sun Oracle Applications Technology Center)

· Sun and Oracle maintain shared engineering labs at each other facilities

· Sun technology is embedded in Oracle products

· Sun and Oracle Provide VIP service allowing the customer to make one call for assistance

· Sun is the primary development platform for Oracle 

· beta and early release on Sun

· Patches developed on Sun

· Debugging done on Sun

· Sun runs its business on Oracle

· Oracle runs its business on Sun

An HP-centric solution may provide some advantages from a long term flexibility perspective. HP is currently migrating their Unix product offerings to the Intel Itanium chip.  This means that the hardware platform could be used to support the Windows operating system if necessary at some future point.  The same option would not be available with the Sun Solaris option.  From a pricing perspective, we do not believe the cost differential between HP and Sun Solaris will be significant relative to the overall cost of the project.  

In conclusion, both the HP Unix and Sun Solaris platforms are viable choices for NHIJIS.  To finalize on a platform, we recommend that each vendor provide an overview of their product offerings, services, and support.  This could be accomplished by inviting each vendor in to provide a two hour presentation on their solutions.

2.4.4 Programming Languages

The NHIJIS solution is proposed to be a web based solution, which will allow the integration of data from existing and proposed external systems.  There are two aspects to this system – messaging infrastructure and the workflows associated with each message topic or event, and the presentation of a unified view of data from some/all of the external systems to enable speedy decision making and information sharing.  

Both these aspects will have some form of presentation components and the back-end server components.  Presentation components are the first line of interaction that any request submitted to the web server encounters.  As the name suggests, these components are also responsible for handling all presentation issues, like formatting the data obtained from the database into a presentable format before it is returned to the requesting browser.  Some of the technologies available include ASP, JSP, HTML, XSLT, XHTML, DHTML, Cold Fusion, etc.  Some data manipulation also takes place as part of the presentation layer.  This is mostly handled by scripting languages like JavaScript, VBScript, etc. that can be embedded within any of the presentation technologies mentioned above.   

The back-end server side components are responsible for evaluating the embedded business logic against the requests from the client and provide dynamic content for the presentation layer.  These components also handle the mechanisms for connection pooling/transaction management, error handling, security authentication and authorization, interaction with external interfaces, etc.  These components can be developed using 4GL-programming languages like JAVA, C++, Visual Basic, etc.  The combination of the programming languages used in any application development initiative is driven by a few basic considerations:

· Features and maturity levels of a programming language.

· The development and deployment platforms.

· Portability, maintenance, and performance issues.

· Synergies between technologies – Most Microsoft technologies (ASP, VBScript, Visual Basic/C++ developed COM components) seem to work very well when deployed in the same environment.  However, one limiting factor is that they can only be deployed in a Windows based environment.  Hence the portability issues. 

· Market place acceptance.

· Current/planned future hardware infrastructure choices.

· Business need.

· Skills availability.

Some of these technologies are described in detail in the State of the art section of this document.  The most important consideration for the choice of technologies should be the business need and the functionality desired.  Most of these technologies work well in some combinations.  However, given the ever-changing face of technology, an emerging paradigm is the use of web services to integrate disparate systems that expose their functionality via a web based API.  

The proposed combination for the NHIJIS application is JAVA for the back-end server side components, and a combination of HTML, JSP, XSLT and DHTML for the presentation services layer.  JavaScript will be the preferred scripting language for enhancing the presentation layer.

2.4.5 Application Servers

In most web based application development, the middle tier is usually comprised of an application server that serves as the runtime engine for the deployed back-end server side components and the gateway for interactions with the external interfaces.  For these reasons, the application server becomes key to the success or failure of any web based application.  The key is to select an application server that:

· Provides the maximum number of the required functionality and services.

· Is compliant with any prescribed/relevant industry standards.

· Has a proven market reputation and performance track.

· Belongs to a viable organization to ensure ongoing support and enhancements.

· Is designed with a view to enable fail over and load balancing as well as a clustered environment that allows the deployment platform to grow with the growing needs of the business.

As mentioned in the previous section, JAVA is the preferred language for the server side components for the NHIJIS application.  So, the most important requirement for any application server to qualify would be their compliance with the latest JAVA 2 Enterprise Edition (J2EE).  

J2EE is a collection of specifications for a numbers of technologies like Enterprise JAVA Beans (EJB), Servlets, JSP (Java Server Pages), JAVA Messaging Services (JMS), JAVA Transaction Services (JTS), JAVA Naming and Directory Services (JNDI), etc.  There are two aspects for all these technologies that are part of the J2EE specification.  One aspect is the specifications for the developers to be able to code to a given API to interact with these technologies.  The other aspect is for the software vendors to develop the application servers that provide the J2EE containers (the J2EE runtime environment) for these technologies to be deployed in.  The container specification is also a predefined set of APIs that are made available to the deployed application to interact with the container.  However, Sun Microsystems, the creator of J2EE, does not provide specifications about the internal implementations of the container APIs.  This is left to software vendor to decide.  And, this is where the differentiation is between the various vendors and their J2EE compliant application servers.  

Most vendors provide the standard features of the application server.  Some of the key factors that differentiate application servers:

· Performance

· Scalability – both in terms of adding more CPU power vs. clustered versions of the application server that allows more servers to be added to the server farm without much ado about re-deploying the application.

· Availability

· Security

· Number of canned interfaces provided to different types of databases and packages and the ease of developing new ones.  

· Add-on products that can be easily deployed within the application server to help develop detailed workflow applications.  

· Application development tools

· Cost of ownership

· Market share

· Quality of post sales support

· Standards based approach

These are the four major players in the J2EE application server marketplace – BEA WebLogic, IBM Web Sphere, Oracle 9ASi, Sun iPlanet server. 

The above mentioned factors will be considered to evaluate these vendors and make a decision for the preferred application server.  It is anticipated that after the completion of the Proof of Concept phase for NHIJIS, the preferred application server will be selected for the general implementation phase.
2.4.6 Messaging Solutions

The NHIJIS solution calls for enterprise messaging to facilitate information exchange and sharing within the criminal justice community.  To support this requirement the Java Messaging Service (JMS) is the recommended messaging standard. JMS is an integral part of the Java 2, Enterprise Edition (J2EE) and is now supported within a variety of Application Servers and messaging architectures.

Enterprise messaging provides a reliable, flexible service for the asynchronous exchange of critical business data and events throughout an enterprise. The JMS Application Programming Interface (API) adds to this a common API and provider framework that enables the development of portable, message based applications in the Java programming language.

The JMS API improves programmer productivity by defining a common set of messaging concepts and programming strategies that will be supported by all JMS technology-compliant messaging systems.

There are several viable choices for JMS-compliant messaging systems, including offering from Oracle (Application Server), IBM (MQSeries), Fiorano (FioranoMQ), Sonic Software (SonicMQ), and BEA (BEA Weblogic Server).

The appropriate messaging vendor solution for NHIJIS will be based on a number of factors, including:

· Product features and functionality

· Licensing fees

· Compatibility with other existing solution components, such as the central data repository

· Maintenance and support requirements.
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